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Most multi-dimensional solution NMR experiments connect one dimension to another using coherence
transfer steps that involve evolution under scalar couplings. While experiments of this type have been
a boon to biomolecular NMR the need to work on ever larger systems pushes the limits of these proce-
dures. Spin relaxation during transfer periods for even the most efficient 15N–1H HSQC experiments can
result in more than an order of magnitude loss in sensitivity for molecules in the 100 kDa range. A rela-
tively unexploited approach to preventing signal loss is to avoid coherence transfer steps entirely. Here
we describe a scheme for multi-dimensional NMR spectroscopy that relies on direct frequency encoding
of a second dimension by multi-frequency decoupling during acquisition, a technique that we call MD-
DIRECT. A substantial improvement in sensitivity of 15N–1H correlation spectra is illustrated with appli-
cation to the 21 kDa ADP ribosylation factor (ARF) labeled with 15N in all alanine residues. Operation at
4 �C mimics observation of a 50 kDa protein at 35 �C.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Multidimensional NMR experiments based on coherence trans-
fer through spin–spin coupling interactions have become a main-
stay in the structural characterization of biomolecules [1]. For
example, assignment of resonances in proteins most frequently be-
gins with experiments that transfer coherence from amide protons
to amide nitrogens, to alpha carbons and back, allowing evolution
in each of the three 13C, 15N, and 1H dimensions. However, these
experiments can be costly due to sensitivity loss during transfer
steps. The problem arises in that transfer times are usually signif-
icant and fixed by the sizes of scalar or dipolar couplings. Spin
relaxation occurs in these periods resulting in substantial losses
of sensitivity, particularly for larger systems. Even in the simplest
15N, 1H HSQC (heteronuclear single quantum coherence) experi-
ment, there are two magnetization transfer/refocusing periods of
about 5 ms each in which proton transverse spin relaxation (R2)
can cause substantial signal loss. For a fully protonated 50 kDa pro-
tein at 35 �C, transverse relaxation of an amide proton is about
100 s�1 (Dt1=2 = 32 Hz). Loss of sensitivity would amount to about
60%. Here we present a method that avoids losses due to spin
relaxation in coherence transfer steps. It stems from one of the
earliest means of identifying the resonant frequency of a nucleus
spin-coupled to a directly observed nucleus, namely perturbation
of observed spectra by selective rf irradiation in a second frequency
ll rights reserved.

ard).
domain [2,3]. In these early double resonance experiments, the
indirect frequencies were seldom incremented in a systematic
fashion, as in current Fourier transform methods, but the basis of
a two dimensional method certainly existed [3]. Here we system-
atize the exploration of the indirect frequency domain and make
exploration more efficient by multiplexing band selective decou-
pling and processing data in a Hadamard style experiment [4]. This
approach is now facilitated by spectrometer hardware develop-
ment and modern decoupling methods. Sensitivity gains of a factor
of more than 2 over conventional 2D experiments such as HSQC are
experimentally illustrated.

Improvement in sensitivity of the basic HSQC experiment has a
long history and substantial gains have been made by other means.
It is easy to show that optimal coherence transfer efficiency de-
pends on the ratio of the transfer rate to a competing relaxation
rate. Transfers are typically through scalar couplings or rotating
frame cross-relaxation; the relaxation rates of interest are trans-
verse relaxation rates R2 or Rq

1 . For transfers through cross-relaxa-
tion in the lab frame, a smaller longitudinal relaxation rate R1 is
encountered, but lab frame cross-relaxation is significant only be-
tween homonuclei. Over the years, most effort at improving effi-
ciency has been focused on reducing the effective transverse
relaxation rate by making use of relaxation interference. The TRO-
SY and CRIPT/CRINETP experiments fall in this category [5–7]. Of
course these experiments are only applicable to spin systems with
large relaxation interference effects. More recently, optimal control
theory has been applied to maximize coherence transfer efficiency
in NMR, resulting in the ROPE and CROP schemes for transfer
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[8–10]. ROPE and CROP are based on an older idea of coherence
transfer by selective population inversion (SPI) [11], but utilize
optimal control theory to maximize transfer efficiency. CROP is
in principle the most transfer efficient method, but broadband
transfer is not easily achieved. The method proposed here is
broad-banded, requiring only J or dipolar couplings between the
spins. It does not depend on relaxation interference, although sig-
nificant relaxation interference will increase the sensitivity further.

2. Experimental design

The experimental setup and data processing for a 15N–1H 2D-
DIRECT experiment is illustrated in Fig. 1. An FID is recorded
immediately following a proton excitation pulse. During acquisi-
tion, 15N decoupling is selectively turned on or off for a subset of
frequencies. If we had just one 15N site and we knew its frequency,
we would acquire two experiments, one with decoupling at this
frequency and one without. The difference would suppress all
non-coupled lines and produce a clear signature for the presence
of the site of interest, a triplet with central and outer lines of oppo-
site phase.

In general, our objective is to determine frequencies for a num-
ber of sites (n) with distinct and unknown frequencies. We could
do this by successively collecting pairs of spectra each using a dis-
tinct decoupling frequency with a band width that ultimately dic-
tates the resolution of the experiment, as in the early double
irradiation experiments [3]. But this is not very efficient. Instead,
following the philosophy of Hadamard experiments [4], FIDs are
recorded, each with a unique combination of frequencies. 2n

combinations are required to cover a spectral width, SW, with a
resolution band width, BW, where n = SW/BW. Alternatively, if
Fig. 1. Experimental design of 2D-DIRECT. In ‘‘decoupling pattern’’, 1 and 0
represent decoupling on and off respectively. The three digits correspond to the
decoupling states for the three peaks in ‘‘crude spectra’’ in the same order to
facilitate visualization. In reality the binary digits are uniquely mapped to 15N
frequencies but have nothing to do with 1H peak positions. A blank triangle
represents a decoupled singlet; a pair of solid triangles represents a coupled
doublet; a blank square represents a proton signal that is not affected by
decoupling. Manipulation of the crude spectra by a readout matrix (transposed
from Eq. (2)) produces the final spectra showing triplet peaks vertically separated
by 15N frequencies.
approximate frequencies of interest are known, n is simply the
number of frequencies of interest. The 2n FIDs can be classified into
two groups of 2n�1 FIDs each, according to whether a particular 15N
frequency is decoupled or not. Since the 2n�1 FIDs in each group
correspond to all possible decoupling patterns for the other n�1
15N frequencies, subtracting signals of the two groups cancels out
signals associated with those n � 1 frequencies and any other sig-
nals that are not modulated by decoupling (such as from protons
bonded to carbons). In contrast, signals associated with the partic-
ular 15N frequency will not cancel, as its decoupling state is either
all on or all off for the two groups.

For a general protocol, the decoupling flag (1 for on and 0 for
off) for each frequency can be represented by a digit of a binary
number, as an n digit binary number encodes 2n possibilities. Let
the most significant digit represent the decoupling state of the first
15N frequency, the second digit the second frequency, and so on.
The decoupling pattern for the nth FID is then represented by the
binary number converted from the decimal number n � 1. For
example, the first FID is acquired with all binary digits set to 0,
meaning no decoupling for any frequency, the fourth FID is re-
corded with the last two digits set to 1 and all others to 0, meaning
decoupling only for the last two 15N frequencies, and the last FID is
recorded with all digits set to 1, meaning decoupling on for all fre-
quencies. To maintain constant sample heating, decoupling off is
actually achieved by decoupling at a large frequency offset. All
combinations are listed for n = 3 in Fig. 1.

For processing, the crude FIDs are properly phased and Fourier
transformed. The final 2-D spectrum is obtained by multiplying the
FT real parts with a readout matrix, as described in the following
equation:
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Ri
j represents the ith point of the FT real data of the jth FID, Si

j

represents the (i,j) point of the final 2-D spectrum, with i corre-
sponding to the 1H frequency and j to the jth 15N frequency. The
n � 2n readout matrix M contains only �1 and 1, with:

Mij ¼ 2 int
j� 1

2n�i

� �
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� �
� 1 ði ¼ 1;2; . . . ;n; j ¼ 1;2; . . . 2nÞ

ð2Þ

Here int represents taking the integer part, and the operator %2
means modulus 2, giving 0 for an even input or 1 for an odd input.

The frequency encoding and data reconstruction process of
2D-DIRECT shares conceptual similarity with Hadamard NMR
spectroscopy. However there are some fundamental differences.
The backbone of a Hadamard pulse sequence is still the regular
nD sequence, including coherence transfer steps, but with multi-
plexed selective inversion pulses in place of an indirect frequency
evolution period. In 2D-DIRECT, the pulse sequence reduces to a
single proton excitation pulse followed by multiplexed selective
decoupling, thereby avoiding relaxation penalties from coherence
transfer. However, in Hadamard, the ability to invert signals,
rather than frequency shift signals, can be exploited to optimize
its efficiency. All peaks are manipulated in each acquisition, but
with a specific combination of plus and minus signs. In the recon-
struction process, appropriate linear combinations of acquisitions
are made to regenerate spectra representing connections to just a
single indirect frequency. In 2D-DIRECT, signals are differentiated
by peak shifts between decoupled singlets and coupled doublets
of the same phase. These spectra cannot be manipulated to cancel
or superimpose through linear operations as in Hadamard.
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Examination of the decoupling patterns in Fig. 1 shows that on
average only half the frequencies can be probed at a given time,
and a larger number of scans are necessary to encode a given
number of frequencies.

The choice of a decoupling sequence and decoupling power is
important to the success of the experiment as the 15N resolution
is limited by the decoupling selectivity. In general, the mean
decoupling field should be at least comparable to J for efficient
decoupling [12]. However, off-resonance signals within a certain
range of the decoupling frequency are subject to modulation and
reduction of effective couplings resulting in artifacts. With the
‘‘cool’’ WALTZ16 decoupling method [13], the mean decoupling
field can be set roughly equal to J for reasonable on-resonance
decoupling with a responsive range of 3–4 times J. An example is
shown in Fig. 2. The spectra were acquired for an isolated NH peak
in ubiquitin using a 15N selective decoupling profile that simulta-
neously decouples at four distinct frequencies separated by
600 Hz with a mean decoupling field of 106 Hz. This decoupling
pattern can be represented, among other possibilities, by
‘‘1010101’’, which is one instance of a 7-frequency encoding with
uniform 300 Hz spacing. A total of 150 spectra were displayed side
by side with the difference that the 15N carrier frequencies were
shifted in 20 Hz steps. This decoupling profile gives a decoupled
span (solid bar) and a coupled span (empty bar) both of �120 Hz,
which represents the resolution under this condition. However, be-
tween the decoupled and coupled regions, there is also a frequency
range that is neither well decoupled nor coupled (striped bar). Sig-
nals with 15N chemical shifts within this range will give weak near-
resonance artifacts that do not have the standard triplet pattern.
Obviously, MD-DIRECT will benefit from a decoupling sequence
that gives a sharp off-resonance drop-off. It is worth noting that
the resolution and artifact suppression improves with a higher B0

field as the resonance frequency separation gets larger while J cou-
plings stay constant. For a similar reason, application to systems of
small J couplings but significant chemical shift spreads also enjoys
these benefits since a weaker decoupling field is sufficient.

The idea of encoding indirect chemical shifts through decou-
pling during acquisition also shares some similarity with the SITAR
(spin-state selective off-resonance decoupling) method from the
Riek laboratory [14,15]. However, DIRECT methods and the SITAR
methods are fundamentally different. In SITAR, the J scaling effect,
as observed in the reduced splittings of off-resonance decoupled
multiplets, is used to retrieve chemical shift information for both
observed and decoupled nuclei from a single dimension. It achieves
efficiency by reducing the number of indirectly detected dimen-
sions, but sacrifices the resolution gain of an additional dimension
in the process. DIRECT, on the other hand, is a true multidimen-
sional method, retaining a level of multidimensional resolution
Fig. 2. An experimental demonstration of spectral response to off-resonance effects duri
the main text. The more intense FIDs are decoupled. The weaker ones are coupled, but
without an indirect evolution period and without coherence
transfers.

As our process is described, we will lose a factor of two in signal
to noise ratio because intensities from the singlet and the doublet
cannot be combined through linear operations. It is tempting to
think that this limitation may be removed by a deconvolution tech-
nique when coupling patterns are conserved across all sites of
interest. However, it is critical to evaluate the effects of deconvolu-
tion on both signal and noise in order to consider its consequence.
In the following, we will first demonstrate how deconvolution can
restore the singlet lineshape, and then analyze the effect of decon-
volution on noise and further propose an effective method to solve
the noise problem.

Signal deconvolution is easily appreciated if one realizes that
the FIDs are sums of exponentially decaying sinusoids of the form:
X

i

ð2 cosðv itÞ � cosððv i þ pJ=2ÞtÞ � cosððv i � pJ=2ÞtÞÞ

and that the cosððti � pJ=2ÞtÞ terms can be rewritten as the sum of
cosðtitÞ cosðpJt=2Þ and � sinðtitÞ sinðpJt=2Þ. Substitution leads to the
realization that division by 1� cosðpJt=2Þ will leave a set of fre-
quencies representing only the central line characterized by
2 cosðtitÞ. This is a special case of a general time domain deconvo-
lution method based on the convolution theorem, which states:
the Fourier transform of a convolved signal equals the product of
the Fourier transforms of the signal and convolution functions, or
mathematically,

Fff � gg ¼ Fffg � Ffgg ð3Þ

Here the operators� and � represent convolution and point-wise
product respectively, and Ffg represents complex Fourier transfor-
mation. In our case, the experimental spectrum (h) can be treated as
the convolution of a singlet Lorenzian line (f) and a triplet delta
function (g), i.e. h ¼ f � g. Since the J coupling is relatively constant
at 93 Hz, and the triplet should roughly retain a �1:2:�1 intensity
ratio, the function g is known or easily tunable. The objective is to
reconstruct the singlet Lorenzian f based on known functions h
and g. According to Eq. (3), f can be determined as:

f ¼ F�1 Ffhg
Ffgg

� �
ð4Þ

Here F�1fg represents inverse Fourier transformation. As dis-
cussed earlier, Ffgg = 1� cosðpJt=2Þ, which is the Fourier trans-
form of the triplet delta function. An extremely low level of
random noise, which is inconsequential, is added to F{g} to avoid
the division by zero problem inherent with the deconvolution
method.
ng selective multi-frequency decoupling. The spectra were acquired as described in
the doublet pattern is illegible due to the close proximity in the display.



Fig. 3. Linear prediction aided deconvolution of a synthetic spectrum. (a) Top panel: the deconvolved real time-domain data for a noiseless spectrum; middle panel: the
deconvolved real time-domain data for the same spectrum as in (a) but with random noise incorporated during spectral synthesis, highlighting the periodic blowing up of
deconvolved noise; bottom panel: the deconvolving function 1� cosðpJt=2Þ. (b) Top trace: the deconvolved real time-domain data with noise spikes clipped off for clarity
(marked between the double-headed arrow lines); middle trace: data with the clipped region linear predicted; bottom: the deconvolved real time-domain data of a noiseless
spectrum, serving as a reference for the evaluation of LP performance. (c) top trace: the noisy input spectrum with triplet lineshapes; bottom trace: the LP deconvolved
spectrum.
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Next we will examine the effect of deconvolution on noise. Note
in the previous analysis that the signal intensity following deconvo-
lution, namely 2 cosðtitÞ, represents only half of the total signal;
therefore the noise level also has to be reduced by a factor of two
in order to regain the full S/N. Obviously, noise in the time-domain
data is also divided by 1� cosðpJt=2Þ during this process. This num-
ber varies between 0 and 2. Therefore, the noise level is scaled by a
factor between ½ and infinity, depending on time t, i.e. the average
noise is infinite. An example is shown in Fig. 3a. The deconvolved real
time-domain data for a synthetic noisy spectrum contains infinitely
high (if digitized enough) spikes that coincide with the zero-points
of 1� cosðpJt=2Þ (Fig. 3a, middle and bottom panels; the spikes are
truncated to show fine details of the signal at a much lower level).
These spikes lead to infinite noise power and consequently a disas-
trous noise level following inverse transformation (data not shown).
However, here two facts should be noted that suggest a method to
deal with this problem. First, the noise spikes always occur at pre-
dictable locations, i.e. where 1� cosðpJt=2Þ gets close to zero. Sec-
ond, the signal to be reconstructed consists of a sum of decaying
sinusoids, which allows linear prediction (LP), a method widely used
in NMR signal processing, to estimate intensities in the future or past
based on an available set of data [16–20]. Here we replace the highly
noisy points produced during deconvolution with ones predicted
based on the more signal-dominated portion of data. An LP method
based on singular value decomposition (SVD) [16,21], the so called
LPSVD, is employed using a program written in house. LP coefficients
are obtained from points 12–55 in Fig. 3b, to recreate data enclosed
in the double-headed arrows. Fig. 3b compares the deconvolved
time-domain data from a noisy spectrum with spikes clipped off to
zero for clarity, a noisy spectrum with the zeroed values refilled by
LP, and a noiseless reference spectrum containing identical signals.
Comparison of the later two shows that LP is able to recreate the
main features of signal oscillation. Fig. 3c displays the deconvolved
spectrum after LP in comparison to the simulated input noisy spec-
trum. As expected, the singlet lineshape is restored, and canceled
intensities are also recovered as seen for the 2 overlapping peaks up-
field. Finally, it should be mentioned that the noise level in the
deconvolved spectrum greatly depends on data processing factors
such as the percentage of prediction and accuracy of the LP coeffi-
cients. For this reason, we do not consider the application of decon-
volution during sensitivity comparison of MD-DIRECT and other
conventional methods in what follows.



Fig. 4. Experimental sensitivity comparison of 2D-DIRECT and other 2D NH experiments. (a) The ‘‘cool’’ WALTZ16 sequence with a mean decoupling field of 1097 Hz was
applied at 126.5 ppm for the decoupled spectrum. For the coupled spectrum, the same decoupling setup was used, but with the decoupling center shifted to 237.6 ppm, to
maintain constant sample heating. A water flip-back 2D-DIRECT pulse sequence is shown on the right. A 3-9-19 water-gate is used in the spin echo. (b) The coherence transfer
delay was experimentally optimized at 4.38 ms. (c) The experimentally optimized Gaussian inversion pulse has a mean strength of 43.8 Hz and is applied at 49 Hz upfield to
the resonance frequency of Ala125. (d) The reverse INEPT is replaced with a much shorter watergate spin-echo for anti-phase SPI-HSQC. Of course 15N decoupling must be
turned off. (e) For 2D INEPT-HSQC, a 15N chemical shift evolution time of 20 ms is used. For 2D 2D-DIRECT, three 15N frequencies are resolved at 122.6, 129.3, and 132.8 ppm,
with mean decoupling fields of 219, 138, and 138 Hz respectively. The two experiments take the same amount of experimental time (about 30 min).
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3. Results

Fig. 4 shows 2D-DIRECT spectra of a 0.5 mM 15N-Ala selectively
labeled myristoylated ARF�GDP protein (21 kDa) along with spectra
acquired using several other conventional methods. The spectra
were collected on a 900 MHz Varian VNMRS spectrometer
equipped with a cold probe. The experiments were conducted at
4 �C to create a condition where the ratio of the line width relative
to scalar coupling (R2/pJ) is approximately 0.35 The 2D-DIRECT
spectrum (Fig. 4a) clearly gives superior sensitivity to other pulse



Fig. 5. The 3D MD-DIRECT-HNCO-TROSY experiment. (a) The pulse sequence is applied during 15N chemical shift evolution. A REBURP [31] refocusing pulse centered on 56
ppm covering 50 ppm is used to refocus N–C coupling. Evolution of the small N–C’ coupling during this refocusing pulse is negligible. (b) A 2D SE-TROSY spectrum [32]
showing all NH peaks. (c) Three NH planes from a 3D MD-DIRECT-HNCO-TROSY. (d) An expanded view of the third NH plane, showing the triplet pattern of the 15N
dimension.
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sequences tested, including INEPT-HSQC, SPI-INEPT hybrid HSQC,
and anti-phase detected SPI-HSQC (Fig. 4b–d). The 2D-DIRECT
spectrum in Fig. 4a was actually acquired as a 1D analog. It is the
difference of a 15N coupled spectrum and a broadband decoupled
spectrum using a ‘‘cool’’ WALTZ16 sequence with a decoupling
field of 1097 Hz applied at 126.5 ppm that effectively decouples
the entire 15N frequency span. The characteristic triplet lineshape
is evident. The other spectra (Fig. 4b–d) were acquired as single
FIDs for the first point of the indirect dimension. In principle, the
second FID, corresponding to a different 15N phase selection,
should be acquired and processed along with the first FID to give
a phase-sensitive spectrum. However, in this particular case, in
which the 15N chemical shift has not evolved, the second FID
actually does not contribute to the real part of the Fourier trans-
formed data. As a result, b–d were collected with just half the time
of the 2D-DIRECT spectrum to allow a fair comparison. In general,
the second FID must be collected leading to the

ffiffiffi
2
p

penalty nor-
mally encountered in indirect frequency sampling. The transfer de-
lay in INEPT-HSQC was experimentally optimized. In selective
population inversion (SPI) experiments (Fig. 4c and d), a 10% trun-
cated Gaussian spin-state selective inversion pulse was applied to
Ala157 to generate a coherence transfer, and the bandwidth and
frequency offset were experimentally optimized. It was previously
shown that an optimized Gaussian inversion pulse achieves
comparable transfer efficiency as the CROP sequence [22]. Indeed,
comparison of Fig. 4b and c does suggest a considerable advantage
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from SPI. In this hybrid experiment (Fig. 4c), the first INEPT was re-
placed by a SPI pulse. A double-SPI in-phase HSQC can be easily
created, but a stand-alone water-gate seems necessary for satisfac-
tory water suppression which makes fair comparison difficult.
Interestingly, the anti-phase detected SPI-HSQC (Fig. 4d) gives a
substantially stronger signal than in-phase detected experiments
despite intensity cancelation in the anti-phased spectrum, mainly
due to the absence of the refocusing step. By avoiding both coher-
ence transfer and refocusing steps, 2D-DIRECT (Fig. 4a) achieves
the best sensitivity of all. Enhancements relative to in-phase IN-
EPT-HSQC based on Ala157 are 20% for in-phase SPI-INEPT hybrid
HSQC, 40% for anti-phase SPI-INEPT hybrid HSQC, and 68% for NH-
2D-DIRECT respectively.

Fig. 4e compares 2D INEPT HSQC and a 2D-DIRECT using three
band frequency selection as described above. Now, indirect phase
discrimination has to be done for the HSQC. So these two experi-
ments take the same amount of spectrometer time; for the 2D-DI-
RECT, eight FIDs were collected to encode three frequencies, each
accumulated over 160 scans; For 2D INEPT HSQC, 40 indirect com-
plex points (80 FIDs) were acquired over a 2000 Hz range giving an
acquisition time of 20 ms, and each FID was averaged over 16 tran-
sients. Slices from the HSQC through the indirect peak centers are
shown on top of the 2D spectrum on the left. On the right are the
three slices from the 2D-DIRECT spectrum. The sensitivity advan-
tage from 2D-DIRECT is quite striking. The difference in the 2D ver-
sions is more pronounced than 1D scans, due to extra relaxation
loss during 15N chemical shift evolution in the 2D HSQC. The effect
of relaxation during chemical shift evolution on the FT spectrum
can be readily be understood by considering a simple case in which
no linear prediction, zero filling or window function is applied.
Relaxation causes the intensity to be Lorentzian-distributed be-
tween several points on the indirect dimension. This distribution
lowers the peak height and accounts for the larger difference seen
in 2D experiments than in 1D ones. Although adding up these
points, i.e. integrating the indirect lineshape, will restore the full
intensity, in doing so, noise is also accumulated, by a factor offfiffiffi

n
p

, where n is the number of points. In contrast, in MD-DIRECT,
all intensity is focused on a single point. In our case, the gain of DI-
RECT over HSQC is around a factor of 2.

MD-DIRECT can also be applied to a conventional nD method,
such as one based on an HSQC readout, to introduce an extra
dimension. For example, selective carbonyl decoupling by the
MD-DIRECT scheme during 15N chemical shift labeling of an HSQC
or TROSY detection scheme can produce a 3D MD-DIRECT-HNCO
spectrum (Fig. 5a). Spectrum reconstruction is identical to that in
2D-DIRECT except that the 1D slices (Ri

j) in Eq. (1) are now 2D
Fig. 6. LP deconvolution of an experimental spectrum, 2D-DIRECT of 15N-Ala ARF1, and a
trace: the experimental spectrum, identical to the one shown in Fig. 4a; middle trace: LP
with a cos4 window function applied after LP. (b) Correlation plots of reference values vs
reference values come from the deconvolved time-domain data of a noiseless spectrum
planes. In MD-DIRECT-HNCO, the long N–C transfer is avoided,
and superior sensitivity can be expected when RN

2 /1JNC is large.
The 15N TROSY effect can be utilized to sharpen the indirect line
and reduce attenuation from subtracting the doublet, simply by
running a TROSY-HSQC experiment. Fig. 5c shows three planes
from a 3D MD-DIRECT-HNCO-TROSY experiment collected for
ubiquitin. The three planes correspond to three 13C0 frequencies
separated by 100 Hz decoupled with a mean field of 33 Hz. Note
that due to the small size of the NC coupling, a low decoupling field
can be used and thereby a relatively high 13C’ resolution is possible.
The 15N lineshape is the characteristic triplet (Fig. 5d). Because the
relaxation interference between 15N chemical shift anisotropy and
15N–13C0 dipolar coupling is negligible, the two coupled peaks have
nearly identical linewidths, and therefore the central peak in the
triplet can provide an accurate 15N chemical shift measurement,
which is critical for frequency-resolved RDC measurements. A
low power 13C0 decoupling is preferred during 1H acquisition to
decouple a �5 Hz 2JHC coupling that otherwise leads to an unde-
sired E.COSY pattern.

Finally, we demonstrate the application of LP deconvolution to
the experimental MD-DIRECT data to restore the singlet lineshape.
The 2D-DIRECT spectrum of 15N-Ala ARF, previously shown in
Fig. 4a, is used as the experimental input (Fig. 6a, top trace). During
deconvolution, the time-domain points are replaced with pre-
dicted values when the denominator 1� cosðpJt=2Þ is smaller than
a cutoff of 0.5, which represents 1/3 of the complete data. A predic-
tion order (number of LP coefficients) of 20 is used. The most reli-
able region, between 6.5 and 33.3 ms, is used to estimate LP
coefficients. In practice, the cutoff value and prediction order can
be readily adjusted based on the quality of the deconvolved spec-
trum. The result is shown as the middle trace of Fig. 6a. Clean sin-
glet lineshapes are restored for a majority of the peaks. However,
some baseline wiggling is apparent, particularly near the two up-
field peaks. Inspection of the time-domain data from a synthetic
source indicates that in the presence of noise, LP tends to system-
ically overpredict for forward prediction and underpredict for
backward prediction. This is illustrated in Fig. 6b, with LP data
for a synthetic noisy spectrum and reference data from a noiseless
spectrum. The reference-vs-prediction correlations have slopes of
1.29 and 0.91 for forward and backward predictions respectively,
with a slope of 1 representing unbiased prediction. These discrep-
ancies are consistent with the relaxation time constant being over-
predicted. This overprediction reflects inaccuracies in the LP
coefficients that depict signal relaxation. The reason for the inaccu-
racies may be that LP coefficients in these examples are derived
from data within a relatively short time range, during which signal
n illustration of a systematic error of LP that can lead to truncation artifacts. (a) Top
deconvolved spectrum displaying truncation artifacts; bottom trace: the spectrum
predicted values, for forward prediction (left) and backward prediction (right). The

. Both real and imaginary parts of the predictions are used to make these plots.



Fig. 7. Theoretical sensitivity comparison of 2D-DIRECT and other 2D NH experiments. (a) In-phase HSQC experiments are considered, which take two coherence transfer
steps. Relaxation interference is not taken into account. (b) Anti-phase detected experiments are considered, which require only one coherence transfer step. A high level of
relaxation interference (g/k = 0.7) is taken into account.
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has not undergone sufficient decay, which, coupled with the oscil-
latory nature of the signal, complicates relaxation time estimation;
this can particularly be a problem for slow relaxing signals such as
the two upfield peaks in Fig 6a. Indeed, when a smaller cutoff value
for F{g} is used so that more data are preserved in the prediction
template, these discrepancies are migitated (data not shown).
But of course, an overly small cutoff runs the risk of keeping too
much deconvolution noise in the template. Finally, back to the
source of the baseline wiggling problem, when the off-predicted
data are interleaved with experimental data with a slight ampli-
tude mismatch, a well-known truncation effect results after Fou-
rier transform. As expected, a damping apodization function
largely removes the truncation effect, as shown in the bottom of
Fig. 6a, in which a cos4-bell window function is applied. Of course,
the linewidth also gets broader, which is particularly noticeable for
the slowly relaxing signals. Finally, it is worth mentioning that
other data reconstruction methods, in particular maximum entro-
py reconstruction [23], can potentially give more reliable results
over LP in the presence of low S/N or a small data template size
[24].

4. Discussion

It is useful to analyze in more detail the origin of the sensitivity
improvements seen in MD-DIRECT. We expect these to come pri-
marily from the avoidance of relaxation losses during INEPT transfer
and refocusing steps, but other factors enter as well. For conven-
tional 2D FT experiments, a penalty of 21/2 is encountered for indi-
rect dimension frequency determination, because the detected
signal comes from the projection of a rotating magnetization vector
along one direction. This is avoided in sensitivity-enhanced (SE)
experiments in which magnetizations projected on two orthogonal
directions are simultaneously detected. However, we do not make
comparisons to SE experiments here as the required extra transfer
delay causes more relaxation loss for large systems than the poten-
tial gain of 21/2. Another potential source of signal loss in conven-
tional experiments comes from relaxation during 15N chemical
shift evolution. This loss is very dependent on experimental setup
and hard to generalize. But importantly, the 2D-DIRECT method de-
scribed does not suffer losses from either of these effects. This re-
duces the expected loss from our superimposed doublet and
singlet line shapes to less than 21/2 in cases where multiplet compo-
nents are well resolved. In the case where larger line widths degrade
resolution, taking the difference of a singlet and a doublet in the data
reconstruction process for 2D-DIRECT causes some additional inten-
sity cancelation. Nevertheless, we expect gains due to minimization
of relaxation loss to more than compensate for this loss. Moreover,
the cancelation due to overlapping signals of opposite sign can be
corrected by deconvolution if needed, as shown earlier (Figs. 3c
and 6a). But because of the difficulty in quantitating noise in LP
deconvolution, this correction is not taken into account in the fol-
lowing comparisons.

In Fig. 7a, the theoretical sensitivity, including expected relaxa-
tion losses, for the 2D-DIRECT sequence is compared to those of in-
phase INEPT-HSQC and ROPE-HSQC. In the later two experiments,
relaxation loss is considered for two coherence transfer/refocusing
steps as they occur in these in-phase 2D pulse sequences. Relaxa-
tion interference is neglected in these comparisons. The result
shows that at a line width to scalar coupling ratio of 1 (a molecular
weight of approximately 60 kDa at 25 �C), 2D-DIRECT can be over
three times as sensitive as INEPT-HSQC and nearly two times as
sensitive as ROPE-HSQC.

In Fig. 7b, relaxation interference is taken into account, and 2D-
DIRECT is compared to a number of 2D methods designed to utilize
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the interference effect, including CRIPT, CRINEPT, and CROP. A
cross-correlation (g) to auto-correlation (k) ratio of 0.7 is used in
the simulation. When interference is strong, it is advantageous to
record an anti-phase spectrum in coherence transfer experiments.
In doing so, the refocusing step after 15N frequency labeling and
transfer to 1H is eliminated to avoid signal loss. In the anti-phase
spectrum, maximum intensity occurs near the strong 1H TROSY
signal but generally deviates from the exact TROSY frequency
due to the superposition of the anti-TROSY signal. Similarly,
maximum intensity in MD-DIRECT may no longer occur near the
central position, but instead near the 1H TROSY position. The max-
imum intensity of each experiment is used to make Fig. 7b. The re-
sults show that for k/pJ above 1, 2D-DIRECT is about as sensitive as
the most transfer-efficient CROP based sequence without restric-
tions on frequency selection, and about 30% more sensitive than
CRINEPT. Another advantage of 2D-DIRECT is that no change needs
to be made to the pulse sequence in order to benefit from relaxa-
tion interference, as compared to CRIPT and CRINETP in which
the transfer delay must be optimized for a specific cross-correla-
tion rate, and CROP in which the selective inversion pulse should
be carefully optimized. Also, one cannot always take full advantage
of relaxation interference. If deuteration of protein targets is diffi-
cult, as it is in proteins that must be expressed in mammalian cells
[25], reduction of linewidths by interference is often minimal. De-
tails of the simulations are given in the supporting information.

The major limitation of MD-DIRECT is not in sensitivity, but in
experimental time and resolution. The requirement for 2n decou-
pling patterns makes acquisitions long for more than 10 frequen-
cies. If one scan takes 1 s, then experimental time is 2n seconds,
where n is the number of frequencies of interest. So an n = 10
experiment minimally requires about 17 min. The examples we
have shown require very limited resolution in the indirect dimen-
sion. However, these are not unique situations. Cases of sensitivity
enhancement in large molecules include a labeled peptide bound
to a large protein or a piece of membrane. Also large proteins that
must be expressed in mammalian cells are frequently produced in
sparsely labeled forms by using a single, or a small number of iso-
topically labeled amino acids [26–28]. For proteins expressed in
mammalian cells use of a limited set of amino acids is often essen-
tial because including all amino acids in a uniform labeling med-
ium can be very expensive. Deuteration is also not currently
possible in mammalian host cells, removing much of the advantage
of TROSY based sequences. New assignment strategies are making
it possible to assign sparsely labeled spectra [29,30], and sparse
constraints from long range paramagnetic relaxation effects and
RDCs are making at least low resolution structure determination
possible when supplemented with computational modeling [31–
34]. Hence we anticipate an increased number of cases where large
systems have relatively small numbers of peaks.

Band selective decoupling requirements also become less limit-
ing if positions of resonances are known. Knowing approximate
frequencies for peaks of interest does occur frequently. Multiple
point spin relaxation studies, amide proton exchange studies, mod-
ulation based measurements of residual dipolar couplings (RDCs)
and ligand binding studies are all cases where this occurs.

We have illustrated a case where limited resolution is adequate
in 3D studies. High resolution in a uniformly resolved 13C0 dimen-
sion of an HNCO spectrum is impractical for systems of many sig-
nals, because to resolve n 13C0 frequencies, one must acquire 2n 2-D
planes. But in many cases, such as residual dipolar coupling (RDC)
and paramagnetic relaxation enhancement measurements, one
only needs to resolve through a 13C0 dimension a small set of sig-
nals that overlap in 2D NH experiment. In these cases, MD-DI-
RECT-HNCO can be readily applied.

We also demonstrated the utility of one deconvolution method
aided by LPSVD to restore singlet lineshape for MD-DIRECT exper-
iments. This processing method increases spectral resolution and
sensitivity in the presence of overlapping signals with opposite
sign. Further improvements using maximum entropy methods
may be possible [23,24].

In summary, MD-DIRECT is a general scheme for performing nD
NMR spectroscopy that offers significantly higher sensitivity than
commonly used coherence transfer based methods. The resolution
of the indirect dimension is degraded but it improves with higher
field strength or smaller couplings. MD-DIRECT basically requires
no optimization to achieve the theoretical maximal sensitivity,
unlike the coherence transfer experiments in which careful optimi-
zation is needed. It can also be easily grafted to conventional
coherence transfer experiments to introduce an extra dimension
while keeping the high-resolution feature of the other dimensions,
and this can be done with trivial changes to pulse sequences.
Systems that benefit most from MD-DIRECT are those with fast
transverse relaxation or small couplings.
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